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Diversification of speech interfaces

Today
* Personal assistant (smartphone)

« Search (smartphone, PC)

Future
 Wearables
« Appliances
* Robots
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Goal:

Complement or replace
touchscreen interfaces

14.4: A Scalable Speech Recognizer with Deep-Neural-Network Acoustic Models
and Voice-Activated Power Gating

2 of 31



Computational demands of ASR
(ASR = Automatic speech recognition)

* Real-time ASR is now feasible on x86 PCs
« ARM SoCs can run with minor performance degradation

« But what about everyone else?

« Today’s model: offload to cloud servers
 Tomorrow: offload to cloud OR hardware accelerator

System power concerns:
 Memory
« 1/O signaling

If processor efficiency is optimized in
Isolation, these can exceed core
power

Today’s non-volatile memory:
MLC NAND flash

Samisk
SD Card
S

2:GB
[ ]

At 100 pJ/bit: 100 MB/s -> 80 mW
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Hardware accelerated speech interface

Primary use cases:

1. Low power

Training Data

2. Low system complexity

3. Low latency

'j_J/ Mic

X

AFE
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Outline

1. Introduction
a) Motivation and scope
b) ASR formulation

2. Acoustic modeling with deep neural networks (DNN)
a) Performance with limited memory bandwidth
b) Parallel architecture
c) Details of execution unit design

3. Search (Viterbi) architecture
4. Voice activity detection (VAD)

a) System power model
b) Modulation frequency (MF) algorithm and architecture

5. Test chip

a) Circuit features
b) Measured performance
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ASR formulation - HMM

Hidden Markov Model
Hidden states O Qe amatl)

Observed features (¥ \(¥2 (V3 g

Transltlion model: WFST

Acoustic model:
GMM, DNN, ete.

'

Inference: search using Viterbi algorithm

p(Te11) & maXe, p(re) P(Try1[Te) P(Yey1[Tee1)
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ASR formulation — Acoustic model

 Training clusters WFST states into “tied states” (senones)

» Acoustic model approximates p(y | /)
where i is the tied state index and vy is the feature vector (typ. 10—50 dims.)

PDF 0 PDF 42

5 5

4 4

Example PDFs
(MFCC features
projected to 2-D)

Models have many parameters — large memory requirement
« Size: Typical ASR model is ~50 MB — must be stored off-chip

« Bandwidth: Naive evaluation would require 5 GB/s
(Target for low-power ASR: ~10 MB/s)
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Bandwidth-limited acoustic models

. Accuracy/bandwiqlth ‘tradeqff of acousti; mod.els

Word error rate (%)

— GMM
— DNN

8 o
7 |
10°
Memory bandwidth (MB/s)
© 2017 IEEE
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Comparison of

frameworks considers:

e Quantization
 Parallelization
« Accuracy

GMM = Gaussian mixture
model

SGMM = Subspace GMM
DNN = Deep neural network
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Feed-forward neural network (DNN)

« Sequence of simple
nonlinear transformations

« Used in ASR to evaluate all
acoustic likelihoods jointly

« This work: feed-forward
networks only
(no time dependence)

: :
i Affine Scalar i
; Transform Nonlinearity !
] |
Feature transform l l
Vi = " epilcs, witen et = AX + b - = P(YilXn)
Features ; | Likelihoods
i (optional) i
| i
| |

Repeat for 4 to 6 layers

Top image is from: Michael A. Nielsen, “Neural Networks and Deep Learning”, Determination Press, 2015.
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DNN evaluator architecture

}To
search

From
feature buffer

From
memory

Sequencer

Read likelihoods

Write input features

Retrieve parameters

Y

/ \ [/ \ Decoder
A | A A (includes
quantization table)
| Shared
parameter bus
Y | ¥ Y Y v Y Y Y
In| Cut | Params |In| Out | Params |In| Out | Params | In| Out | Params | __
Execution | Units —
0 1 2 3
Arbitration
I Shared iMemory I
| | |
SRAM ! SRAM ! SRAM ! SRAM
I
I
I

EUs partitioned into chunks of 4
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Execution unit assignment

Configuration options Memory bandwidth
for each DNN chunk (4 EUs) scaling

Small DNN Medium DNN Large DNN
width < 1k 1k < width < 2k 2k < width < 4k DNN reconfiguration improv

Execution

units m 4 a
S 4/ e

Memi:

Arbitrator S : Nominal

¢ : - - Reconfi

2
=
D
0

DNN layer width
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Execution unit design

Arbitrator (Local SRAM) Sequencer

Write Read In | Out [Param | Index | Cmd

LN LA « Complexity has

A A
Yy been minimized:
L - Control . Executes arithmetic
VA logic commands from
Feoosesomessnoes sequencer
| 2 Yy | 1v . VY Y Y « Writes results back to
i “‘ﬁ R R Rel Sigmoid local SRAM
R Bt 4L | |
: (> | :

Y
\ /

Execution unit
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Sigmoid approximation

Sigmoid approximation error

1 107

o(@) = 1+e® S
Piecewise (low-order) : 10-5 |
polynomial fit s |
* Less area than plain LUT é o’ :
« Simpler to evaluate i ] 5
than high-order fit 107 Fffe SRR 0 R T - — Chebyshev

+ + Chebyshev (FP)

-10 1 |

1079 2 4 6 8 10 12

Chebyshev approximation
« Better accuracy than Taylor series
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In

Sigmoid approximation

Coefficient register file

|X| <=1 CU C1 02 C3 C4 C5

1<|x<=25 CO C1 C2 Cs C4 C5

25< x| <=4.5 CO C1 02 Cs C4 C5

45<|x| <=8 Co Cq Co Cs Cy Cs

8<|xl<=12 Co Cy Co Cqy Cy Cs

Input domain detection | I J l \
1
|
1

i Sign reg.

E" Fitting
_El_.. Segment

Thresholds

________________________________

vy Horners

E:D_, . | method
(MAC)

24

Sigmoid evaluator

S

Y

Scaling

24

« Polynomial evaluated using Horner’s method
e Use unpipelined version to save area
» 7-cycle latency; 5.7k gates (mostly the multiplier)
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Search — Viterbi algorithm

Baseline architecture

From: M. Price et al., A 6mW 5k-
word Speech Recognizer using
WFST Models, ISSCC 2014.

Acoustic
model

Arcs with input labels
(PDF indices)

External Memory

A
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Arcs annctated
with likelihoods

_________________

Discard j

. WFST ' Snapshots |
Read model Save raw data
parameters for backtrace
’ [~
Arc fetch SRAM 1
! . (Key 'Value |
1 Cache SRAM 1 i
2 :
g1
o none | & Quap SRAMs Active state lists
—® .\ 7  eachframe
Pruning

Search
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Search — Viterbi algorithm

Improved architecture
External Memory

Compression and
caching: memory
bandwidth reduction

Acoustic
model

A

~—

Arcs with input labels
(PDF indices)

© 2017 IEEE

Arcs annctated
with likelihoods

International Solid-State Circuits Conference

uinininintainininininieiinieinininky' S :
. WFST | : Snapshots !
! (Compressed) 1 ! :
Read madel Save word arcs only
parameters for backirace
[
Arc fetch
o - Word lattice
1 Cache SRAM |
Decompress | | States | | Ars |
Raw state
lattice
non-¢ €
Phase T 7 saels ]
Key 'Value :Value <
Read i (src) i (dest)
Pruning i |
Save — ! !
____________________ . Write
E Beam width control :
Loocoooooconconoomcad
Discard j

Word lattice:
—— memory bandwidth
reduction

Merged state lists:

Search

11% area savings
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Search - Word lattice

From state lattice... ... to word lattice

Frame Frame Frame

o%oi
O 0 O -

Q

on

the

Discard intermediate

oms - states between words

@,

Q) o
o\o ®

honor

R

© 2017 IEEE 14.4: A Scalable Speech Recognizer with Deep-Neural-Network Acoustic Models
International Solid-State Circuits Conference and Voice-Activated Power Gating 17 of 31



Search - Word lattice (cont.)

Write bandwidth reduction from word lattice

9
gl| — State snapshots | i ]
o) Word lattice snapshots
- ;
B R ST P Y e T TITIIs SR 1
=
P et e TIPS
5
§ L A ]
©
G 3
o
2
1
0

6 7 8 9 10 11 12 13 14 15
Beam width

* Light workloads: no external memory writes
(pruning keeps word lattice within internal memory)

 Heavy workloads: 8x reduction (writing only word arcs)
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ASR accuracy and speed

Accuracy on WSJ dev93

12.0 10 | Ruqtlmelon WSJ de!v93 ?
: : — SW: Kaldi — SW: Kaldi :
11.5[8 e HW: Default | HW: Default
: : : 5 : 5 0.8 ; : i ;
11.0
S
o 10.5
©
S 10.0
o
£ 95
=
9.0
8.5
809 10 11 12 13 12 15 °% 9 10 11 12 13 14 15
Beam width Beam width
Similar accuracy to software At 80 MHz, same search speed
(Kaldi) with 145k word vocab. as software on 3.7 GHz Xeon
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Voice activity detection (VAD)

Memory
i£ A
‘Powergated [
U Speach | i Feature | Recognized
Se VA D to con t ro I Signal ! Representation Vectors Search ! Words
1 » - e 4 -
| Fronend o [ 1
| i
power gate for ASR |
Lo e m i i _
(Au to m atl C Wa ke- u p ) : »~ Voice activity detection I 1 = speech
i Always on i 0 = non-speech
E Speech Recognition ASIC i
Audio interface | | Pmm-mmom-o-oo-o- | Pms--m---m-os —=== || Interfaces to ASR
(?S) ™ ' Registerfile ' Audio buffer . Downsampiing | = "
o : | ] i incl. anti-alias filter |
- ______ |- ______ ]
Configuration A 4 :\
SP|) Y Y /
( Energy difference Harmonicity Modulation frequency
stage stage stage
P T T T T T T T T \SEEEaessEaEaEaETaE 1
i Autocorrelation i i ___Modelmemory |
———————————————— [ |
] Classifier !
A A
Y Y
Voice activity detector FFT
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VAD power impacts

-Pa.vg = PVAD T [(1 — PM)D + PFA(l - D)] Pdownstream

Downstream system contribution

Consider typical values:

* Pvap < 100 uW
* pdownstream > 1 mW
« D < 0.05

If pe, is significant, averaged downstream power
exceeds VAD power
* Optimize for py, and pga (VAD accuracy)

rather than VAD power
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Modulation frequency VAD

Waveform "I L12 "

Overlapping frames

Mean MF feature (dB) for speech

MF bin

0 2 4 6 8 10 12

Mean MF feature (dB) for nonspeech

MF bin

0 2 4 6 8 10 12
Band

© 2017 IEEE

log(x)

Y Y YT Y

Square root
of energy
I

Short e — [ —
term =g ¥ Tl=an
FFT o - -

— » Band N - 1 [—={IIIIIIIH—"FFT

Downmixing Buffers

14

14

International Solid-State Circuits Conference

Frequency (Hz)

—F
MF f
= Ve

—= Dim 0 = STFT Band (8--18)
—% Dim 1 = Mod. freq. (6--11)

Long term FFT
(last 16--64 frames) (every 2--32 frames)

MF from bin 3 = 4.69 Hz - speech segments dashed

Time (s)
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Modulation frequency VAD (cont.)

« MF features fed to NN

classifier
« Small network (e.g. 3x32)
NN evaluator . . .
ym— e is sufficient
. odel storage i ;
Audio | | Feature SRAM = Decode  Fewer parameters than

extraction bommmmmqrm

_______ 1 SVM

é___F_F_-l:__i > Featgrnilt\anuffer =§ Execution unit i . .
1 --------- NN architecture stripped
R A . down from ASR
' Working memory |
: SRAM I .

L I A » No sparse matrix support

| * No parallel evaluation
Modulation frequency VAD « Still quantized
\ * No external memory
Score output .
« Parameters supplied at
startup over SPI bus
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VAD performance comparison

"Forklift" task

"Aurora2" task

: — EB : — EB
—  HM — HM
(110 1 N CERE S EERRIT ETPRR -SSP — wiel At o _ wmel

_______________________________________________________

9
w

o
N

Equal error rate
Equal error rate

0.1}

=5 0 ] 10 15 20 25 30 -5 0 =] 10 15 20 25 30
SNR (dB) SNR (dB)

i ! i 0.0 ! I

« Two tasks: Aurora2 (left), Forklift/Switchboard (right—more difficult)
« MF algorithm outperforms energy-based (EB) and harmonicity (HM)
« Performance improves with more training data
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ASR/VAD interfaces

* VAD runs continuously

« Supervisory logic places ASR in reset during non-speech input

* ASR requests audio samples buffered by VAD after wake-up
VAD | ASR

Audio segment request

H start address 16b
- £ = +
32 ; 32 length 16b
i
i
Audio segment response
start_address 16b "% > T >
length 16b
;
]
Audio samples 5 » 5 >
Decision update i
transition_en 1b
trans[t!on_dlr 1b ey > T >
transition_sample  1eb
cur_sample 18b l
B i
]
]
i
Asynchronous FIFOs
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Test chip specifications

I —— | Specification Value
""“‘5‘"?@%%?2” -— Process 65 nm LP

: = Core size 3.1 x 3.1 mm

| Die size 3.63 x 3.63 mm

.} Package 88-pin QFN

1S Logic gates 2088k (NAND2 equiv.)
= K SRAM 5.84 Mb

.i Supply voltage 0.60-1.20 V

= Power consumption 1.8—-7.8 mW (typ.)

% Clock frequency 3-86 MHz

j Neural network efficiency 16—-56 pJ/neuron

y Viterbi search efficiency 2.5-6.3 nd/hypothesis
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Multivoltage design

PD_ASR_MEM

4
1

L LH
¢ HL

PD_ASR_LOGIC

4

A HL

1

¢ LH

« Memory tends to require
Top higher voltage than logic
VAD logic « Separate memory supplies
VAD memory I/0 level shifters (1.8—_2.5 V)
cannot handle low logic level
ASR logic » Intermediate supply for top
level (with supervisory logic
ASR memory ( P Y109 )
* Relationship between supply
voltages is constrained
» Level shifters operate in one
PD_VAD_MEM direction
ALH
yHL Level shifters
LH: low to high
PD_VAD_LOGIC HL: high to low
AHL
yLH

PD_TOP
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Clock gating

clk wvad
(always on)
- : Energy-based alg. [jH monicity alg. | | MF alg. tlFFT antroller
20 ASR: explicit clock gating erayhasedalg armenicly @19 I:::l 9 always on)

= R L EEEE

15} + + Off i
=
£ o000 oo wawe []
s 101 157 pW/MHz I ] RAMS
2
& clk asr

> PR

14 pW/MHz Main gating signal (VAD controlled)
20 30 40 50 60 vo 8 .- ]:l:l Acoustic ontroller
Clock (MHz) =77 model (DNN) Frontend Search glways on)

_______ Individually gated

clk clk_gated execution units

clk_en | Ij Iil Ij Ij

D Q
—~>—eN

Latch-based clock gate

Explicit clock gating complements automatic clock gating
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Test setup

May 2016

| =
mﬂ)
]
28
-
X 2
- D
bl o8

n
- L
ne
Q
-

ASR v2/VUAD
f_-:-lass, .

M. Price, J.

UAD decision X
D1 Fa < 2
I N guf‘ﬁaunqr
8 or. 1648, Nic "Enable XA " IC&; P, Good: =
v -
3. - a8 1 ol

\RIZaaT=
R31 84S =
f —=

* On-board control of clocks and power supplies
 FPGA provides host and memory interfaces
» Tested live audio, real-time streaming, batch processing
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Measured performance and scalability

Note: ASR model sizes and search parameters vary between tasks;
ASR and VAD tested independently

Automatic speech recognition (ASR)

45x
range

Task Vocab. Clock Mem. BW WER Power

Digits 11 3MHz 0.11 MB/s 1.65% 172 uW

Weather 2k 23MHz 10.1 MB/s 4.38% 4.70 mW

Food diary 7k 46 MHz 9.02MB/s 857%  4.67 mW

News (1) 5k 1I5MHz 484 MB/s 3.12% 1.78 mW

News (2) 145k 40 MHz 150MB/s 8.78%  7.78 mW

Voice activity detection (VAD)
SNR for 10% frame level EER Power

Algorithm White noise  Aurora2  Forklift
Energy-based —1dB 18 dB Fail 8.5 uW
Harmonicity < —5dB 5dB Fail 24.4 uW
Modulation frequencies —2dB 7 dB 1dB 22.3 uW
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Conclusions

DNNs can improve performance of HW ASR
« Even with restricted memory bandwidth: < 10 MB/s

DNN based VAD can be robust and compact

* Model stored on-chip (< 12 kB)
* Low power (22.3 uW)

ASR is not only about neural networks

« Significant effort required for feature extraction and search
* NN architecture developed with knowledge of application

Combination of algorithm, architecture, and circuit
techniques delivers:

« Improved accuracy — fewer word errors
* Improved programmability — train using standard tools
* Improved scalability — lower power consumption
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